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Abstract

This document provides as supplementary material to the paper entitled
Asymptotic properties of a componentwise ARH(1) plug-in predictor, a nu-
merical example where the methodology proposed in such paper still works
beyond the considered Assumption A2.

Non-diagonal autocorrelation operator

This section illustrates the performance of the proposed estimation method-
ology, when Assumption A2 is not satisfied, but p is close to be diagonal
in some sense. The numerical results obtained are compared to those ones
derived from the computation of the ARH(1) predictors, based on the com-
ponentwise estimators proposed in [3, 4], where this diagonal assumption is
not required. The Gaussian ARH(1) process generated has autocorrelation
operator p, with coefficients p;; with respect to the basis {¢; ® th}j’ ho1 s
given by
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where p3.,, = pi.,; = 0 when a > 6. The coefficients of the autoco-
variance operator R, of the innovation process e, with respect to the basis
{9 ® ¢n} s, are given by o7, = Cj (1—p?;) . in the diagonal, and outside
of the diagonal by
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where 0%, = 07,,,; = 0 when a > 6. Table 1 below displays the empir-
ical truncated values of E{||p(Xn-1) — Pk, (Xn-1)|lu}, based on N = 200
simulations of each one of the 20 functional samples considered, with sizes
ny = 15000 4+ 20000(¢ — 1), t = 1,...,20, for the corresponding k, values
obtained, in this case, by the rule k, = n'/®, with a = 6. As in the paper,
we have considered parameter d; = 2.4, in the definition of the eigenvalues
of C, but, in this case, as noted before, operators p and R, are non-diagonal
(see equations (1) and (2)). The estimators of p, and the associated plug-in
predictors are computed, for the three approaches compared, under the as-
sumption that the eigenvectors of C' are known. Specifically, the following

estimators and predictors are computed:
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As expected, in Table 1, an outperformance of the approaches in [3, 4]
is observed in comparison with our methodology. However, for large sample
sizes, the ARH(1) prediction methodology proposed here still can be applied
with an order of magnitude of 1072, for the empirical errors associated with
Pk, given in equations (3)—(4). Thus, in the pseudodiagonal autocorrelation
operator case, in some sense, our approach could still be considered. As re-
ferred in our paper, an example is given in the case where the autocovariance
and autocorrelation operators admit a sparse representation in terms of a
suitable orthonormal wavelet basis (see, for instance, [1, 2]).
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n k, | Our approach | Bosq (2000) | Guillas (2001)
ny = 15000 | 4 0.5812 8.94(10)77 0.1055
ny = 35000 | 5 0.5604 7.05(10)7% | 9.49(10)~°
ng = 55000 | 6 0.5480 6.67(10)° | 9.14(10)°
ng = 75000 | 6 0.5322 6.24(10)"7 | 8.85(10)"°
ns = 95000 | 6 0.5115 5.89(10)7 | 8.47(10)7
ng = 115000 | 6 0.4975 5.62(10)77 | 8.04(10)~°
ny = 135000 | 7 0.4946 5.57(10)7% | 7.66(10)"°
ng = 155000 | 7 0.4810 5.28(10)7 | 7.24(10)77
ng = 175000 | 7 0.4735 5.01(10)7 | 6.78(10)~°
nio = 195000 | 7 0.4608 4.90(10)* | 6.30(10)77
ny = 215000 | 7 0.4424 4.69(10)7° | 6.07(10)7
nyy = 235000 | 7 0.4250 4.45(10)7° | 5.82(10)7
nyz = 255000 | 7 0.4106 4.25(10)7% | 5.54(10)°
nig = 275000 | 8 0.4080 4.14(10)7% | 5.16(10)7
ny; = 295000 | 8 0.3808 4.09(10)7% | 4.81(10)7
nig = 315000 | 8 0.3604 3.85(10)"% | 4.53(10)~°
nyz = 335000 | 8 0.3489 3.56 (10)" | 4.29(10)~°
nis = 355000 | 8 0.3302 3.29(10)" | 3.98(10)~°
ni = 375000 | 8 0.3204 2.90(10)" | 3.75(10)"°
N9 = 395000 | 8 0.3177 2.62(10)"% | 3.44(10)~°

Table 1: Non-diagonal case. Truncated empirical values of E {||p(X,—1) — Pk, (Xn—1)},
given in equations (3)—(4) (third column), in equations (5)—(6) (fourth column), and in
equations (7)—(8) (fifth column), with §; = 2.4 and d5 = 1.1, considering the sample sizes
ng = 15000 +20000(t — 1), t = 1,...,20, and the corresponding k,, = n'/* values (o = 6).
The eigenvectors {¢;},., are assumed to be known.



